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1.) What Is the central
idea of SSD?



Central idea = Detection at multiple scales of feature maps

. Mahmood Salah, Mentor at Udacity (2017-present)
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(a) Image with GT boxes (b) 8 x 8 feature map (c) 4 x 4 feature map

The image above, taken from the paper, illustrates how SSD works. SSD matches
objects with default boxes of different aspects (shown as dashed rectangles in the
image). Each element of the feature map has a number of default boxes
associated with it. Any default box with an IOU .~ of 0.5 or greater with a ground
truth box is considered a match. Two of the 8x8 boxes are matched with the cat
(shown in blue), and one of the 4x4 boxes is matched with the dog (shown in
red). It is important to note that the boxes in the 8x8 feature map are smaller
than those in the 4x4 feature map: SSD has six feature maps in total, each
responsible for a different scale of objects, allowing it to identify objects across a

large range of scales.
Sourcehttps://www.quora.com/How -doesthe-SingleShotMultiBox-Detector-SSDBreally-work



https://www.quora.com/How-does-the-Single-Shot-MultiBox-Detector-SSD-really-work

Central idea =

Detectlon at For each default box in each cell, the network outputs:

mu Itl ple Scales » A probability vector of length ¢, where c is the number of classes,

Of fe atu re m ap S representing the probabilities of the box containing an object of each
class (including a background class indicating that there is no object in
the box).

« An offset vector with 4 entries containing the predicted offsets required

to make the default box match the underlying object’s bounding box.
They are given in the format (cXx, cy, w, h) — centre X, centre y, and width
& height offsets, and are only meaningful if there actually is an object

contained in the default box.

In the case of the image above, all probability labels would indicate the
background class with exception of the three matched boxes (two for the cat,

one for the dog).



Description
of the core

iIdea from
the original

paper:
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(a) Image with G boxes (b) 8 x 8 feature map (c) 4 x 4 feature map

Fig. 1: SSD framework. (a) SSD only needs an input image and ground truth boxes for
each object during training. In a convolutional fashion, we evaluate a small set (e.g. 4)
of default boxes of different aspect ratios at each location in several feature maps with
different scales (e.g. 8 x 8 and 4 x 4 in (b) and (c)). For each default box, we predict
both the shape offsets and the confidences for all object categories ((c1, ¢z, - ,¢p)).
At training time, we first match these default boxes to the ground truth boxes. For
example, we have matched two default boxes with the cat and one with the dog, which
are treated as positives and the rest as nl.f:;effli’i'fme model loss is a weighted sum
between localization loss (e.g. Smooth L1 [6]) and confidence loss (e.g. Softmax).



Comparison between YOLO and SSD:
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Fig. 2: A comparison between two single shot detection models: SSD and YOLO [5].
Our SSD model adds several feature layers to the end of a base network, which predict
the offsets to default boxes of different scales and aspect ratios and their associated
confidences. SSD with a 300 x 300 input size significantly outperforms its 448 x 448
YOLO counterpart in accuracy on VOC2007 test while also improving the speed.



2.) How many output value

are generated for one of the

feature maps used in SSD fo
object detection,

If the feature map has

dimension m x n?



relative to its corresponding cell is fixed. At each feature map cell, we predict the offsets
relative to the default box shapes in the cell, as well as the per-class scores that indicate
the presence of a class instance in each of those boxes. Specifically, for each box out of
k at a given location, we compute c class scores and the 4 offsets relative to the original
default box shape. This results in a total of (¢ + 4)k filters that are applied around each
location in the feature map, yielding (¢ 4+ 4)kmn outputs for a m x n feature map. For
an illustration of default boxes, please refer to Fig. 1| Our default boxes are similar to
the anchor boxes used in Faster R-CNN [2], however we apply them to several feature
maps of different resolutions. Allowing different default box shapes in several feature
maps let us efficiently discretize the space of possible output box shapes.

Answer: (c+4)kmn




3.) How good Is SSD
compareado

Fast RCNN, Faster-R

CNN and YOLO?



Comparison of mAP with FasCRIN and FasterGNN



